
We study the fundamental problem of frequency estimation under 

both privacy and communication constraints, where the data is 

distributed among 𝑘 parties. We consider two application scenarios:

(1) one-shot, where the data is static and the aggregator conducts a 

one-time computation; and

(2) streaming, where each party receives a stream of items over 

time and the aggregator continuously monitors the frequencies.

We adopt the model of multiparty differential privacy (MDP), 

which is more general than local differential privacy (LDP) and 

(centralized) differential privacy. Our protocols achieve optimality 

(up to logarithmic factors) permissible by the more stringent of the 

two constraints. In particular, when specialized to the 𝜀-LDP model, 

our protocol achieves an error of ൗ𝑘 (𝑒Θ 𝜀 − 1) using 
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bits of communication and 𝑂 𝑘 log 𝑢 bits of 

public randomness, where 𝑢 is the size of the domain.
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Multiparty Differential Privacy

Results for One-shot Estimation

With ෨𝑂 𝑘𝑠 total communication, our protocol achieves error

෨𝑂
𝑁

𝑘𝑠
+

𝑘

𝑒෩Θ 𝜀 − 1

𝑁 = σ𝑖=1
𝑘 𝑛𝑖 is the total number of items

𝑠 controls the communication-utility trade-off

Under LDP, we use less communication to achieve optimal error
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General One-Shot Protocol

Results for Streaming Estimation
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Abstract
Party Side

• Build a count sketch of 𝑠𝑖 =
𝑘𝑠𝑛𝑖

𝑁
columns

• Perturb each counter by adding geometric noise

• Send the noisy count sketch to the aggregator

Aggregator Side

• Estimate the frequency from each count sketch, then taking sum

Each party privately separates local heavy/light hitters

• For heavy hitters 𝑗 ∈ 𝑆ℎ𝑖

• Perturb its frequency 𝑥𝑖,𝑗 by adding a geometric noise

• Send the perturbed count using importance sampling

• Send 𝑗,
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𝑝
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• For light hitters 𝑗 ∈ 𝑆𝑙𝑜

• Apply our general count sketch based method

Improvements by Frequency Separation

With ෨𝑂 𝑘𝑠 ⋅
𝑛

𝑤
total communication, our protocol achieves error
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𝑛 is the total number of time steps

𝑤 is the length of the sliding window

When 𝜀 = 𝑂 1 , it matches the one-shot error (𝑤 = 𝑛 = Τ𝑁 𝑘)

When 𝜀 = Θ 1 , there are two improvements over PDCH

• The error improves from ෨𝑂
𝑘𝑤

𝑠
to ෨𝑂

𝑘𝑤

𝑠

• There is no upper bound on 𝑠, setting 𝑠 ≔ 𝑤 achieves ෨𝑂 𝑘

Full-Stream Protocol
Divide the stream into epochs, each epoch contains 

𝑛

𝑠
time steps

• Intra-epoch: Sample time steps and apply HRR

• Inter-epoch: Build a dyadic structure using the one-shot 
algorithm as building blocks

One-shot Streaming

Experiments


