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Maintaining Statistical Summaries over Dynamic Data

Yuan QIU

Department of Computer Science and Engineering

Abstract

Since the introduction of Morris Counter in 1977, decades of research have been devoted

to summary maintenance over dynamic data. For many problems, efficient summaries have

been proposed that occupy small space while providing strong accuracy guarantees. The most

important ones are statistical summaries for distinct count, frequency estimation, heavy hit-

ter and quantile problems. They are discussed under various models, including cash register

streams, turnstile streams, sliding windows and distributed streams. While the streaming con-

text is almost well-understood by matching bounds for many problems, new directions arise

in applications of summaries and their ideas. One of them is differential privacy, which guar-

antees the privacy of any user is not compromised by any post-processing of outputs. Several

summaries have been applied or extended to work under privacy constraints. In this survey,

we review the literature of maintaining statistical information over dynamic data, and propose

possible directions for future research.
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Chapter 1

Introduction

With the ever-growing volume of data, extracting information from the whole dataset has be-
come an expensive or even infeasible job. As a solution, one can maintain a summary of the
data using small space, usually irrelevant to the data size, to provide accurate estimates of
frequently queried information. Of particular importance are summaries for statistical infor-
mation, which include distinct count, frequencies, heavy hitters and quantiles. They are the
cornerstones of describing the dataset with numerous applications. Extra attention has been
paid to statistical summaries recently due to their communication-saving nature that works
well in distributed environments.

A central challenge of summary design is maintenance through updates. This is straightfor-
ward: If the data were static, statistical information can be stored itself without the summary.
Since the introduction of the Morris Counter [1], summary maintenance has been studied for
decades. Various models emerge. There are two orthogonal directions. On the one hand, data
can be centralized or distributed among sites. On the other, the updates through time can con-
tain insertions and/or deletions, or we may be interested in only the recently arrived elements.
They outline the broad picture of the streaming literature about summary maintenance. In
this survey, we focus on statistical summaries, which are designed to estimate corresponding
statistics like distinct count, frequencies, heavy hitters and quantiles.

A related broad topic is sample maintenance. A uniform (or weighted) sample drawn from
the dataset can also utilize estimation of statistical information. But there are several con-
straints to sampling techniques: Firstly, the accuracy can be low for certain queries like distinct
count. Secondly, the sample size can be proportional to the data size if a constant sampling
rate is chosen, which can cause a large overhead. The concept is important though as many
summaries use the idea of sampling.

The idea of statistical summaries can also be used in combination with other topics, for
example, machine learning [2], security [3] and privacy [4].

The survery is organized as follows. Chapter 2 introduces background information and de-
fines relevant terms. The distinct count problem is discussed in Chapter 3, frequency estimation
and heavy hitters are discussed in Chapter 4, and quantile problems are discussed in Chapter 5.
For each problem, we discuss about centralized solutions for cash register and turnstile streams,
and for sliding windows. We also include solutions for distributed streams. For analysis, we
focus on space-error trade-off for centralized algorithms and communication-error trade-off for
distributed algorithms. Properties like update time and query time may not be compared. In
Chapter 6, we conclude by giving open problems.

1



Chapter 2

Preliminaries

In the centralized, static setting, we assume there is a multiset A of elements from a universe U .
For simplicity we assume U = [u] = {1, . . . , u} unless otherwise specified. It is sometimes easier
to represent A by its frequency vector x = (x1, . . . , xu) where xi is the number of occurrences
of i in A. The target is to estimate y = f(x) for some function f , where f can be a numerical
function like count-distinct, or a vector-valued function like top-k-values.

For numerical functions, we say a deterministic algorithm produces an ε-approximation ŷ
of y iff |ŷ − y| < εy. A randomized algorithm produces an (ε, δ)-approximation ŷ of y iff
Pr[|ŷ − y| > εy] < δ. It usually suffices to consider a constant δ as independent repetitions
decrease the fail probability exponentially. Accordingly, we abbreviate it to ε-approximation as
well.

In practice, the multiset A can be dynamic and/or distributed, which requires introducing
data stream models and distributed models.

2.1 Data Stream Models

We may assume the multiset A is initially empty, and updated through a data stream S =
s1, . . . , sn of length n. Each item si at timestamp i is a pair (a, c), which updates the frequency
of a from xa to xa+c. There are two distinct models of data streams [5, 6]. In the Cash Register
Model, c is always positive, i.e. all the updates are insertions. In the Turnstile Model, deletions
are allowed so c can be negative. In this survey, we adopt the definition of strict turnstile model,
which requires frequencies xi to be non-negative at any time. Under this constraint, an item
can only be deleted if it was inserted before. It is usually easier to consider c ∈ {±1}, where
insertions and deletions are performed one-by-one.

A special case of the turnstile model is the sliding window model. In sliding windows, we are
always interested in the latest elements. In a count-based window of size w, the active elements
are At = {st−w+1, . . . , st} at time t.1 The difficulty of turnstile model and sliding window model
are generally incomparable. For turnstile streams, arbitrary deletions are allowed, giving the
adversary much power to generate bad inputs. For sliding windows, deletions are not explicitly
given, so the algorithm needs to “remember” the lifespan of elements and automatically delete
expired ones.

Standard applications only require an output to be reported at the end of processing the
entire stream. In the strong tracking (or continuous tracking) model, an algorithm has to report
an (ε, δ)-approximation after every update.

1Here we assume c = 1.
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2.2 Distributed Stream Model

We consider the distributed function monitoring model [7, 8]. There are k remote sites and one
coordinator. Two-way communication exists between the coordinator and each remote site,
but sites are not allowed to communicate within themselves.2 Each remote site i receives a
stream Si that updates its underlying multiset Ai, whose frequency vector is xi. We assume
Si is an insertion-only stream unless otherwise specified. We use ni to denote the current
length of Si, which changes over time. n denotes the total number of items

∑
i ni. We use Ni

and N to denote upper bounds on ni and n respectively. Bounds will be represented in N in
distributed models. The target is to estimate a function f on the union of all streams

⊎
iAi,

3

while minimizing the messages communicated.
A closely related problem of value tracking is the threshold monitoring problem, which sets

a threshold τ . The algorithm outputs 1 if f(
⊎
iAi) ≥ τ and 0 if f(

⊎
iAi) ≤ (1−ε)τ . A tracking

algorithm naturally solves this problem, while a solution to the threshold monitoring problem
indicates a solution to the tracking problem by setting τ = 1, (1 + ε), (1 + ε)2, . . . , T for some
upper bound T on f(

⊎
iAi). This requires creating O(log(1+ε) T ) = O(ε−1 log T ) independent

repetitions.
Round-based algorithms are usually more attractive in this model, since it better suits

industrial implementations like Flink [9]. In a round-based algorithm, the coordinator begins
a round by sending messages to each site based on the history. During the round, each site
reads the stream and sends messages from time to time to the coordinator. At some point, the
coordinator decides to end the current round. After collecting the final message from all sites,
each site resets itself and for the new round to begin.

2.3 Inequalities

We introduce useful inequalities here to help the analyses in following chapters.

2.3.1 Markov’s Inequality

Let Y be a random variable whose expectation is E[Y ] Markov’s inequality says that

Pr

[
Y >

E[Y ]

δ

]
< δ

We use it to bound low expectation error terms.

2.3.2 Chebyshev’s Inequality

We use Chebyshev’s inequality to bound the error of unbiased estimators. Let ŷ be an unbiased
estimator of y, By Chebyshev’s inequality we have

Pr[|ŷ − y| > εy] <
Var[ŷ]

ε2y2
.

If we can bound the variance by Var[ŷ] ≤ ε2y2δ, ŷ will be an (ε, δ)-approximation of y. Alter-
natively, we can bound the variance by ε2y2/2, and take the median over log δ−1 independent
estimators. This is sometimes space-saving. Generally, we consider δ to be a constant and
bound the variance by O(ε2y2).

2They may still communicate through the coordinator, which requires 2 messages.
3
⊎

adds up frequencies of multisets
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2.3.3 Additive Chernoff-Hoeffding bound

Let y1, . . . yn be independent random variables bounded by ai ≤ yi ≤ bi, and Y =
∑n

i=1 yi, then

Pr
[
|Y − E[Y ]| > k

]
≤ 2 exp

(
−2k2∑
i(bi − ai)2

)
.

Specifically, if the bound −b ≤ yi ≤ b holds for all i, we will have

Pr
[
|Y − E[Y ]| > 2b

√
n
]
≤ 2 exp

(
−8b2n

4b2n

)
=

2

e2
.

So the error only grows by a
√
n factor if we sum n zero-mean error terms.

2.4 Notations

Table 2.1 summarizes notations used in this survey.

Table 2.1: Summary of Notations.

Notation Meaning

u Size of the universe (domain) of inputs.
[u], U The input domain, [u] = {1, . . . , u}.
x The (total) frequency vector (x1, . . . , xu).
xi The frequency vector of site i in distributed model.
n (current) Length of the stream.
ni Current length of the stream at site i.
w Window size in sliding window model.

N, (Ni) Total length of the stream (at site i) in distributed streams.
k Number of sites in distributed model.
‖x‖1 `1-norm, ‖x‖1 =

∑
i xi, abbreviated to n in cash register.

‖x‖0 `0-norm, ‖x‖0 = |{i : xi > 0}|, abbreviated to D.

ε Error factor for additive error εD, εw, εn.
δ Fail Probability.
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Chapter 3

Distinct Count

In this chapter, we discuss the problem of distinct count estimation. In the literature, it is also
referred to as the distinct elements problem, (distinct) cardinality estimation, computing the
Hamming norm (a.k.a. `0 norm, 0-th frequency moment) etc. The target is to estimate D, the
number of distinct elements in multiset A. Given frequency vector x, D = ‖x‖0 = |{i : xi 6= 0}|.
This problem is fundamental with applications to network monitoring [10], query optimization,
OLAP and graph theory [11].

In general, there are two main types of approach [12] to the distinct counting problem:
sampling-based [13, 14, 15, 16, 17, 18, 19, 20, 21, 22] and synopsis-based [23, 24, 25, 26, 27,
28, 29, 30, 31, 32]. We focus on synopsis-based solutions as most sampling based solutions are
inaccurate [20].

3.1 Cash Register Model

First note there is a trivial upper bound of O(min{u, n log u}). One may either store every
element in the stream using O(n log u) bits, or use a bit for every element in [u] to record
whether it appears (O(u)). Throughout this section we assume ε = Ω(1/

√
u), otherwise the

trivial algorithm is already space-optimal.
Alon, Matias and Szegedy [33] showed that any deterministic algorithm that computes a

constant approximation of D must use Ω(u) bits of memory. They also showed an lower bound
of Ω(log u) bits to compute a (0.1, 1

4
)-approximation of D, which matches the upper bound

of O(log u) in [23] for constant ε. Bar-Yossef [34] included ε as a parameter, and showed for
6 ≤ ε−1 ≤ n a lower bound of Ω(ε−1). Indyk and Woodruff [35] improved it to Ω(ε−2) when

ε−1 = o(u
1
9 ). Woodruff [36] further relaxed the constraint to ε−1 = O(

√
u). This is the best

possible constraint for the Ω(ε−2) lower bound: otherwise the O(u) upper bound is optimal.
The lower bound was proved by a reduction to the Gap-Hamming problem. The Hamming

distance between two n-bit strings x and y is defined as H(x,y) = |{i : xi 6= yi}|. The problem
is to distinguish between H(x,y) ≤ n/2 −

√
n and H(x,y) ≥ n/2 +

√
n. There is a lower

bound [36, 37] that Ω(n) communication is needed when the two vectors are held by Alice and
Bob respectively. The reduction works as follows: Alice encodes x into n tuples, where xi is
mapped to (i, xi). She then runs the ε-approximation algorithm on the tuples, and transmit the
states to Bob. Bob encodes y similarly, and feed them into the same algorithm initialized by
states received from Alice. The full input to the algorithm contains 2n tuples, where n−H(x,y)
are duplicated ones, meaning the real distinct count is n+H(x,y) for Bob’s merged streams.
In one case, D ≤ 3n/2 −

√
n while in the other D ≥ 3n/2 +

√
n. Setting εD = Θ(

√
n), i.e.

ε = Θ(1/
√
n) suffices to solve the Gap-Hamming problem, which means the space consumption

must be Ω(n) = Ω(ε−2).
Woodruff [38] showed that for a wide range of parameters, this lower bound still holds even in

5



the average case: when items are independently randomly chosen from an unknown distribution,
instead of being provided by an adversary. Kane, Nelson and Woodruff [26] matched this lower
bound by providing an algorithm using O(ε−2 + log u) bits of memory with O(1) update time.
Taking δ into account, this implies an algorithm of O((ε−2 + log u) log δ−1) space complexity.
Jayram and Woodruff [39] showed the lower bound to be Ω(ε−2 log δ−1 + log u), namely the
dependency of log δ−1 does not multiply log u. This was matched by Blasiok [40, 41].

In strong tracking, the algorithm is required to report after every update. A standard
technique [42] is to run O(log n) independent trials to reduce the fail probability to O(n−1),
then use union bound to guarantee a constant success probability. Blasiok [40, 41] showed that
O(ε−2(log δ−1 + log log u) + log u) is a tight upper bound to the strong tracking problem.

3.1.1 Probabilistic Counting (FM-sketch)

In 1983, Flajolet and Martin [23] introduced the probabilistic counting algorithm, also known as
the FM-sketch. It is often regarded as the first summary for the distinct counting problem. The
core is to remove duplicates through hashing. The sketch is a BITMAP of length L associated
with a (perfect) hash function h : [u]→ {0, 1}L that uniformly hashes elements in the universe
to L-bit binary strings. Denote by h(a) = b0b1 . . . bL−1 the hash value of a ∈ [u]. Uniform
here means the occurrences of 0’s and 1’s are the same at each digit bi, over the image of the
function. The FM-sketch computes the position of leading 1’s of all hash values, defined as1

ρ(h(a)) = min{k : bk = 1} ,

and stores them in the BITMAP. It can be observed that repetitions of a value does not affect
the BITMAP, as their hash values are the same. Since h is uniform, ρ(h(a)) follows a geometric
distribution2 where Pr[ρ(h(a)) = k] = 2−k−1. Expected number of values hashed to position
k is therefore 2−k−1D. Intuitively, we expect the beginning of the BITMAP to be 1’s, and
the ending to be 0’s. In the middle we expect to see a mixture of 0’s and 1’s, which happens
when 2−k−1D is a constant, i.e. k = Θ(logD). Let R denote the position of leading 0 in the
BITMAP, defined as

R = min{k : BITMAP [k] = 0} .

Analysis shows that E[R] ≈ log2 ϕD, where ϕ = 0.77351 . . . , and its standard deviation
σ(R) ≈ 1.12. An immediate estimator (MLE) for D is therefore D̂PC = 2R/ϕ. To achieve
an ε-approximation, the algorithm uses a stochastic averaging technique by creating O(ε−2)
BITMAPs. Instead of independent repetitions of the algorithm, the values are randomly par-
titioned and estimated seperately. This helps reduce the number of BITMAPs to be updated
for an insertion from O(ε−2) to O(1). As the algorithm uses O(ε−2) L-bit words, its space
consumption is O(ε−2L) = O(ε−2 log u), optimal for constant ε.

There are various extensions to the Probabilistic Counting algorithm as mentioned. [33]
relaxed the assumptions on the hash function by showing that a linear hash function suffices.
[43, 10] used linear space, but their algorithm manages achieve a higher accuracy in practice
using the same actual space [44]. [45] combined it with sampling to further reduce space at the
cost of accuracy. Among all, the HyperLogLog algorithm [25] has received the most attention.

3.1.2 (Hyper)LogLog

Originating from LogLog [24], HyperLogLog [25, 27] is now the preferred summary for distinct
count implemented in many real database systems, including Redis [46], Redshift [47], Spark

1We ignore the fact that ρ(h(a)) is bounded by L.
2One may consider ρ(h(a)) as a new hash function g : [u]→ {0, . . . , L− 1} such that Pr[g(a) = k] = 2−k−1.
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SQL [48] and Presto [49]. Compared to Probabilistic Counting, HyperLogLog improves the es-
timates to be unbiased. It also uses smaller memory units3 while achieving the same asymptotic
error bound.

The algorithm is similar, use a uniform hash function to hash values into binary strings.
But instead of maintaining the ALL positions of leading ones by BITMAP, HyperLogLog only
tracks the MAX position of leading ones M = maxa ρ(h(a)), which explains the log log space
cost. As analyzed before, each ρ(h(a)) follows a geometric distribution. So M is the maximum
of D geometrically distributed random variables, where

Pr[M ≤ k] =
∏

Pr[ρ(h(a)) ≤ k] = (1− 2−k−1)D , k ≥ 0 .

Equivalently,
Pr[M = k] = (1− 2−k−1)D − (1− 2−k)D , k ≥ 1 .

Analysis shows that D̂HLL = 2M+1 is a good estimator of D. Intuitively, the pattern 0M1 . . .
occurs with probability 2−M−1. So we expect 2M+1 distinct hash values for this event to occur,
resulting in a leading one at position M . Stochastic averaging is also involved by dividing the
input into m buckets and taking harmonic mean of these estimators. Finally, it performs bias
reduction and achieves a relative accuracy of 1.04/

√
m when using m counters, equivalently

using O(ε−2 log log u+ log u) space to provide an ε-approximation.
Using this algorithm as building block, [26] introduced space counters and applied balls-

and-bins analysis to reduce the space consumption to O(ε−2 + log u). But the algorithm is
not practical. [40, 41] further improved the dependency on δ, giving a tight upper bound of
O(ε−2 log δ−1 + log u), in terms of all u, ε and δ.

3.1.3 KMV and MinCount

HyperLogLog-like algorithms are based on bit-pattern observables [25], where the input is
hashed to binary strings and their beginning bit patterns 0ρ1 . . . are observerd. Another broad
category is based on order statistics observables, namely treating the binary strings as real values
in [0, 1], and observe the smallest value(s). The k Minimum Values synopsis (KMV) [28, 29, 30]
and MinCount summary [31, 32] are typical examples.

Assuming a uniform hash function h : [u] → [0, 1). Hashing here is only a constraint that
the same values are hashed to the same number.4 the D distinct hash values can be viewed
as D random numbers, taken independently uniformly at random from (0, 1]. Consider the
smallest hash value v1. Apparently, v1 gets smaller when D is larger. More precisely, we have

Pr[v1 ≤ x] = 1− (1− x)D ,

so E[v1] = 1/(D+1). An immediate estimator (MLE) for D is v−11 −1. However, its expectation
is infinite as v1 can be arbitrarily close to 0. In [29, 30], this is solved by using the k-th smallest
hash value vk instead of the minimum one. Their analysis shows that D̂KMV = (k−1)/vk is an
unbiased estimator of D, and its relative error is O(1/

√
k). Since k words are needed to store

the minimum hash values, the space consumption is O(k log u) = O(ε−2 log u).5 Maintaining
the smallest hash values by a min-heap, each update will cost O(log k) = O(log ε−1). [31, 32]
solve the divergence of inverse by composing it with a sublinear function like square root, and
achieve similar results.

3FM-sketch uses words of O(log u) bits, while HyperLogLog uses bytes of O(log log u) bits.
4By definition the image of a hash function is discrete. In practice we use g : [u]→ [1, u3] to hash the values

and take h(a) = g(a)/u3 as the hash value to avoid collisions. Ignoring it here makes the description simpler.
5This is not tight. O(log ε−1 + log log u) bits suffices for the hash values.
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3.1.4 Coordinated (Distinct) Sampling

Gibbons [50, 21] proposed the coordinated (distinct) sampling algorithm to solve the poor
accuracy in answering distinct count queries using uniform samples. Similar ideas appear
in [51, 52]. In brief, the algorithm samples each distinct value with probability p for some
appropriate p, and scale the sample size by p−1 to obtain an estimator of D. Limited to
distinct counting itself, the algorithm works similar to KMV, except for that it reduces the
number of sample values by half6 wherever the budget is exceeded, so that there are always
O(ε−2) samples kept. Whereas in KMV, inserting a new hash value only requires popping one
largest hash value in the heap. It is worth mentioning that the author considered augmenting
the distinct values with tuples to support filter conditions.

3.1.5 S-BITMAP

Chen et al. [53, 54] introduced the S-BITMAP as a follow-up work of [43, 55]. This is a
linear-space algorithm whose actual space consumption is

log(1 + 2uε2)

log(1 + 2ε2/(1− ε2))
bits. The algorithm adapts its sampling probability according to the current distinct count.
Consider a BITMAP of length L, and let S track the sum of bits in the BITMAP, initialized
to 0. To insert an element a, first uniformly hash a to a bucket h(a) ∈ {0, . . . , L − 1}. If
BITMAP [h(a)] = 1, skip to the next element. Otherwise, update the bit to 1 with probability
pS, depending on the current S. Increase S by 1 if the bit is updated. This sampling procedure
also uses a as a key, so that repetitions are irrelevant. Intuitively, S is larger when the distinct
count D is larger. Also pS should be decreasing with respect to S to avoid filling the BITMAP
too quickly. It can be verified that a new distinct value will update S by 1 with probability

qS =
L− S
L

pS .

Assume the distinct values are fed to the algorithm in the order 1, 2, . . . , D. Let TS be the
index of the distinct element that increased S to S + 1, the number of distinct values between
TS+1 and TS follows a geometric distribution, that is

Pr[TS+1 − TS = t] = (1− qS)t−1qS .

A natural estimator is then D̂ = E[TS] at the last state of the bitmap. By analyzing this
Markov chain, the authors derived that assigning

pS =
L

L+ 1− S
(1 + ε2)rS , where r =

1− ε2

1 + ε2

makes the estimator unbiased with root mean square error

√
E(D̂/D − 1)2 = ε. This is not

related to D, improving algorithms like HyperLogLog. [56] extended the idea of using a Markov
chain and provided a practical algorithm with space complexity O(ε−2 log ε−1 + log u).

3.2 Turnstile Model and Sliding Windows

For turnstile model, Kane, Nelson and Woodruff showed in the appendix of [57] an lower bound
of Ω(ε−2 log ε2n). They nearly matched in [26] by an algorithm using O(ε−2 log n(log ε−1 +
log log n)) bits.

6More precisely, reduce the sample probability p by half.
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For sliding windows, Datar el al. [58] showed an lower bound of Ω(w+ε−1 log2w). Braverman
et al. [59] improved it together with the Ω(ε−2) lower bound from cash register model to
Ω(ε−1 log2w + ε−2 logw) for ε = O(1/

√
w). They also provided a nearly optimal upper bound

of O(ε−1 log2w + ε−2 log ε−1 logw log logw). Assaf et al. [60] introduced a Sliding Bloom Filter
of size O(w logw) to work for distinct count and frequency counting simultaneously, when
ε = w−o(1).

There is also work [61] using an intermediate model: If number of distinct items at the end
of the stream is at least α−1 of the number of distinct items ever appeared during the stream,
the stream satisfies `0-α property. An cash-register stream has α = 1 and a turnstile stream is
not lower bounded. In this case, there is an upper bound of O(log n + ε−2 log(α/ε)(log ε−1 +
log log n)).

3.2.1 Augmenting FM/HLL/KMV with Counters

In a FM-Sketch-like summary, when we delete a value a whose hash value happens to have
the most leading zeros, there are two scenarios. If there are still duplicates of a so that its
xa 6= 0 after deletion, the summary needs not to be modified. Otherwise, we should find the
maximum position of leading one in remaining hash values. This is costly in the worst case as
every deletion can cause a rescan of the whole stream. A straightforward solution is to store
for each position the number of hash values having its leading one there. The idea was first
mentioned by Flajolet and Martin in their journal version of the paper [62], and stated for
similar sketches using exact or approximate counters [63, 64, 65, 66, 67, 68, 22]. Note that
the improvement from log u to log log u in (Hyper)LogLog vanishes, as a separate counter must
be maintained for each bit. A naive counter uses O(log n) space to represent the frequencies,
meaning a total space consumption of O(ε−2 log u log n). The O(log n) factor can be improved
using approximate counters at the cost of accuracy guarantee.

For sliding windows, there is no need to maintain a count as we are always interested in
the latest elements. Instead, a counter can be replaced by the timestamp of the latest element
hashed to each bit. At query time, the summary is filtered to obtain a sketch corresponding
to the latest window. The multiplicative factor to space is still O(logw) for windows of size
w, as a timestamp needs O(logw) bits to represent. This was first mentioned in [58, 69], and
restated in [70] as Sliding MinCount and in [71] as Sliding HyperLogLog.

Similar problems exist for KMV, MinCount and distinct sampling. In KMV, when we delete
an a whose hash value h(a) is among the k smallest, we need to check the frequency of a to decide
whether h(a) should be removed from the summary. If so, the summary only contains k − 1
hash values after deletion, which may violate the accuracy guarantee. In the same paper [29],
the authors included an augmented KMV synopsis (AKMV) as a solution. Similarly, each hash
value is associated with its frequency. Deletion is lazy in the sense that a 0-frequency value is not
removed from the summary until it can be replaced by a new one. In other words, the summary
always contains k hash values, where only k′ ≤ k of them have positive frequencies. The error
depends now on k′, so that a full refresh is required if k′ is too small. Similarly, augmenting with
frequencies poses an O(log n) factor to the space consumption. After augmenting frequencies,
this problem is simply top-k view maintenance, a well-studied topic. Similar sample recovery
techniques are also discussed for distinct sampling [67].

3.2.2 Approximation by Stable Distribution Sketch

[12, 72] introduced an algorithm targeting the turnstile model. Their algorithm allows negative
frequencies, where it computes the Hamming Norm. It relies on stable distributions. A stable
distribution enjoys the property that, if random variables X1, . . . Xl have stable distribution
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with stability parameter p, then
∑

i aiXi is distributed as (
∑

i |ai|p)1/pX0, where X0 is also a
random variable with p stable distribution.

The sketch unit is simply sk(x) =
∑

i cixi for frequency vector x, where each ci is drawn in-
dependently from a p stable distribution. By the property, sk(x) is distributed as (

∑
i |xi|p)1/pX,

for a random variable X chosen from a p stable distribution. This allows us to estimate
‖x‖pp =

∑
i |xi|p. When p is small, it is a good approximation of the Hamming Norm. To see

it, note ‖x‖∞ ≤ n, we have (define 00 = 0)

‖x‖0 =
∑
i

|xi|0 ≤
∑
i

|xi|p ≤
∑
i

np|xi|0 = np‖x‖0

If we set np ≤ 1 + ε, equivalently p ≤ log(1 + ε)/ log n, ‖f‖pp will be a (1 + ε)-approximation of
‖f‖0. The accuracy guarantee is achieved by taking the median over O(ε−2) independent sketch
units, which means a space consumption of O(ε−2 log2 n) for constant δ [67]. Nevertheless,
generating strictly stable distributions is costly. This puts a constraint to this solution.

3.2.3 Nearly Optimal Algorithm on Sliding Windows

Braverman et al. [59] gave a near optimal algorithm for sliding windows using [40] as a sub-
routine. Their counters are similar to [50, 21], which are of size O(ε−2 log u). As was in [40],
O(log logw) repetitions are used to reduce the variance. They observed the counters can be
maintained incrementally for partial windows (t1, t) ⊃ (t2, t) ⊃ . . . at current time t, where
t1 < t2 < · · · < t. It suffices to use units of size O(log ε−1 + log logw) to represent the position
of the last partial window containing bit 1, accompanied by the starting timestamp. With
encoding applied, the final bound achieved was O(ε−2 logw log ε−1 log logw + ε−1 log2w). This
is optimal up to log ε−1 and log logw factors.

3.3 Distributed Streams

The hardness of distinct counting in the distributed setting is that it is cannot be obtained by
simple arithmetic operations on local estimates. A lower bound for the threshold monitoring
problem also holds for the tracking problem. Cormode, Muthukrishnan and Yi [73, 8] showed
an Ω(k) lower bound when ε ≤ 1/4 and u ≥ k2. The lower bound also applies to one-shot
algorithms. In the same paper they presented an algorithm using O(k(log u + ε−2 log ε−1))
bits of communication for monitoring. Arackaparambil, Brody and Chakrabarti [74] showed
another lower bound of Ω(ε−1) when ε ≤ 1/2. They also show that if the algorithm is round-
based, the lower bound can be improved to Ω(ε−2). Chakrabarti and Regev [75] removed the
constraint and showed the lower bound to Ω(ε−2) applies to all one-pass algorithms. Woodruff
and Zhang [76] improved these bounds (i.e. Ω(k+ε−2)) to Ω(kε−2/ log(kε2)) when kε2 > 1, and
later [77] to Ω(k(ε−2+logN)).7 This is a tight lower bound for one-shot algorithms: Since there
is a centralized algorithm [26] using O(ε−2 + log u) space, this implies a distributed algorithm
using O(k(ε−2 + log u)) bits of communication. The sites consecutively run the algorithm on
their input and pass the state to the next player.

If the stream allows arbitrary deletions, [74] showed that no good upper bound can be
provided: the lower bound is proportional to the length of the stream.

3.3.1 Merging FM/HLL/KMV

FM-sketch, HyperLogLog and KMV are all mergeable summaries [78], provided that the same
hash functions are used among all sites. This comes from the associative nature of the max /min

7We consider ε = Ω(1/
√
u).
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operator. A trick [79] in merging KMV summaries is to use minj maxi vi,j = minj vm,j as a
threshold where hash values {vi,j}mi=1 are reported by site j. This may keep more values in
the merged summary compared to finding the m minimum values among the all hash values
reported.

They are desirable in one-shot setting, but merging the summaries for every update is clearly
unnecessary and inefficient.

3.3.2 Lazy Update Algorithms

To save communication in the distributed setting, a natural idea is to communicate with the
coordinator only when local changes are too large. [80] formalized this by giving a subroutine
for monitoring distinct counts over the union of distributed streams. Let Si be the set of distinct
of elements on site i. Each site also maintains an approximate set Ŝi, which is synchronized
with the coordinator. To report the distinct count, the coordinator calculates ∪Ŝi. As long as
|Si− Ŝi| < ε, | ∪i Si|− |∪i Ŝi| ≤ |∪i Si−∪iŜi| ≤

∑
i |Si− Ŝi| ≤ kε if there are k sites. Similarly,

| ∪i Ŝi| − | ∪i Si| ≤ kε if |Si − Ŝi| < ε. This implies an intuitive algorithm as follows: Charge
φ+
i (e) = 1 for (inserting) an element e ∈ Si − Ŝi. Charge φ−i (e) = 1 for (deleting the last copy

of) an element e ∈ Ŝi − Si. The other elements are not charged. Whenever
∑

e φ
+
i (e) > ε or∑

e φ
−
i (e) > ε, synchronize with the coordinator so that Ŝi = Si. The communication cost is

high as a synchronize is needed upon receiving every ε items in the worst case. An improvement
was made due to the fact that frequent items may appear in multiple streams. For any item
e ∈ ∪iŜi, the coordinator computes the number of streams containing it, C(e) = |{i : e ∈ Ŝi}|.
If C(e) > τ , the item is frequent, and the coordinator also maintains a lower bound θ(e) where
θ(e) < C(e) < 4θ(e). Now if θ(e) > 0, we can set φ+

i (e) = 0 since e is already in ∪iŜi. Also
we can set φ−i (e) = 1/θ(e) because there are at least θ(e) repetitions of e. They must all be
deleted for e to be removed from the output. This is inefficient in the worst case, if there is
no duplicated elements. But the output is a set instead of a count, which can support further
operations such as intersections.

Cormode et al. [7] designed a distinct count tracking algorithm using similar heuristics. Each
update applies on the local sketch. If the local distinct count estimated is above a threshold,
the sketch is synchronized with the coordinator. The algorithm can achieve O(ε−3k2 log u)
communication.

3.3.3 Distributed Distinct Sampling

Cormode et al. [73, 8] improved the bound to O(k(ε−2 log ε−1 + log u)) for the monitoring
problem, using ideas from distinct sampling [50, 21]. O(k log u) communication is needed to
transmit the hash functions to each site. Given a parameter τ , the algorithm uses a sampling
probability of p = Θ(ε−2τ−1) to perform distinct sampling. The sampled values will be sent
to the coordinator once they appear locally. To save communication, instead of sending the
real value using log u bits, it suffices to send hash values in a domain of size O(ε−4), whose
values can be represented using O(log ε−1) bits. Collisions only affects the fail probability by
a constant. τ distinct values are received before the algorithm terminates, which explains for
the communication of O(ε−2 log ε−1) on each site It is also clear that the coordinator essentially
receives a distinct sample from remote sites (represented by hash values) at sampling rate p,
so that an estimator can be obtained by scaling the sample size by p−1. It is obvious that it
provides an unbiased estimator of D, where the variance is bounded by D/p. Thus setting
p = Θ(ε−2τ−1) suffices to bound the error by ετ .

This implies a tracking algorithm. We divide the tracking into rounds. Within each round,
τ is always an upper bound of D so the communication is bounded. Whenever the algorithm
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monitors D > τ , a new round is started by doubling τ . This guarantees that τ < 2D always
holds, which is necessary to bound the variance. There are only O(logD) = O(log u) rounds.
Within each round, O(k/ε2) messages are communicated.8

3.4 Remarks

Table 3.1 summarizes the lower bounds and upper bounds on space/communication in different
models. Experimental evaluations can be found in [44]. Detailed discussions can be found
in [81, 82, 83].

Table 3.1: Lower Bounds and Upper Bounds for Distinct Counting.

Model Lower Bound Upper Bound Remarks

One-Shot
Centralized

Ω(log u) [33] O(log u) [23] Constant ε, δ

Ω(ε−2 + log u) [36] O(ε−2 + log u) [26] Constant δ

Ω(ε−2 log δ−1 + log u) [39] O(ε−2 log δ−1 + log u) [41] Optimal

Distributed Ω(k(ε−2 + log u)) [77] O(k(ε−2 + log u)) [26] Optimal

Tracking

Cash Register
Ω(log u) [33] O(log u) [23] Constant ε, δ

Ω( log δ
−1+log log u
ε2

+ log u) [41] O( log δ
−1+log log u
ε2

+ log u) [41] Optimal

Sliding Window
Ω( log

2 w
ε

+ logw
ε2

) [59] O( log
2 w
ε

+ logw
ε2

(log ε−1 log logw)) [59] Nearly Optimal

O(w logw) [60] ε = w−o(1)

Turnstile Ω(ε−2 log ε2u) [57] O(ε−2 log u(log ε−1 + log log n)) [26] Nearly Optimal

Distributed Ω(k(ε−2 + log u)) O(kε−2 log ε−1 log u) [8]

It was shown [74] that solving the distinct count tracking problem under distributed update
streams is hard in the worst case. Useful heuristics may be applicable in this setting. For
example, [84] separately counted the number of remaining items and the number of deleted
items. There is also a gap in strong tracking of the distinct count in insertion-only streams.

8Hash functions only needs to be sent once.
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Chapter 4

Frequency Estimation and Heavy
Hitters

In this chapter, we study two closely related problems: Frequency Estimation and Finding
Heavy Hitters. We first study the frequency estimation problem in its basic form: point queries.
Given a frequency vector x, f(x, i) = xi returns the frequency of item i in the stream. Similar
to the distinct count problem, an exact solution is to use O(u log n) bits to store the histogram.

For this problem, we use a different definition of ε-approximation. Requiring Pr[|x̂i − xi| >
εxi] < δ is obviously too restrictive: the algorithm must identify all zero-frequency items and
singletons when ε < 1,which is not realistic in small space and usually unnecessary. Instead, we
let the error magnitude depend on ‖x‖ =

∑
i |xi|. We say an algorithm has error ε‖x‖1 if for

all i the estimate x̂i satisfies Pr[|x̂i − xi| > ε‖x‖] < δ, i.e. ‖x̂− x‖∞ ≤ ε‖x‖ with probability
1 − δ. Under this setting , we are free to return 0 for any value whose frequency xi ≤ ε‖x‖.
Only O(ε−1) non-zero frequencies needs to be reported, which is achievable using small space.
This topic is therefore referred to as finding frequent items sometimes.

4.1 Basic Counting

We first introduce the basic counting problem. The target is to count the occurrence of 1’s in
a bit stream. It can be regarded as frequency estimation on a domain U = {0, 1}. A trivial
algorithm uses O(log n) bits. The Morris Counter [1, 85, 86] for this problem was the first
streaming algorithm. It uses a counter c with a parameter 1 < b ≤ 2. Each bit 1 will increase
the counter with probability b−c. An estimate of x1 is X = (bc − 1)/(b − 1). To analyze
the accuracy, let random variable Ci denote the value of the counter when i bits are inserted.
C0 = 0 deterministically. The estimator is then Xi = (bCi − 1)/(b− 1). We have

E[Xi] =
∑
c

Pr[Ci = c] · b
c − 1

b− 1

= (b− 1)−1
∑
c

(Pr[Ci−1 = c] · (1− b−c) + Pr[Ci−1 = c− 1] · b−c+1)(bc − 1)

= (b− 1)−1
∑
c

Pr[Ci−1 = c] · ((1− b−c)(bc − 1) + b−c(bc+1 − 1))

= (b− 1)−1
∑
c

Pr[Ci−1 = c] · (bc + b− 2)

=
∑
c

Pr[Ci−1 = c] · b
c − 1

b− 1
+
∑
c

Pr[Ci−1 = c] = E[Xi−1] + 1 .
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By E[X0] = E[(bC0 − 1)/(b− 1)] = 0, we conclude E[Xi] = i, thus Xi is an unbiased estimator.
Similarly we can derive E[X2

i ] = (b + 1)i(i − 1)/2, so its variance is bounded by Var[Xi] =
(b+1)i(i−1)/2−i2 ≤ (b−1)i2/2. Setting b = 1+2ε2δ suffices to bounds the variance to provide
an (ε, δ)-approximation. Correspondingly, the counter c can be as large as 1 + logb(b − 1)n =
O(ε−2δ−1 log ε2δn), thus only requires O(log ε−1+log δ−1+log log n) bits to represent, improving
over the O(log n) upper bound. It is recently shown [87] that a slight modification of the
algorithm will make it optimal matching the lower bound of Ω(min{log n, log ε−1 +log log δ−1 +
log log n}).

The Morris Counter also implies a frequency estimation protocol: create O(u) counters for
each item in the universe, and update the corresponding counter for values in the stream. This
improves the space consumption to O(u log log n) compared to the exact algorithm for constant
ε and δ.

4.2 Cash Register Model

Bose et al. [88] showed that for any randomized algorithm using m counters, there is an error
lower bound of Ω(‖x‖1/m). In other words, to achieve an ε‖x‖1 guarantee, we must use
Ω(ε−1) counters, or Ω̃(ε−1) bits.1 Several Algorithms match this lower bound using O(ε−1)
counters, including MG Summary [89], SpaceSaving [90, 91], Count Sketch [92] and Count-Min
Sketch [93]. As there are matching deterministic algorithms, this is also a tight deterministic
lower bound up to log factors.

4.2.1 Misra-Gries Summary and SpaceSaving

The Misra-Gries (MG) summary [89] originates from the majority algorithm by Moore and
Boyer [94, 95]. The algorithm is deterministic. View the MG summary as a histogram. On
insertion, it updates the corresponding frequency. Wherever the histogram contains more than
m = ε−1 non-zero entries, simultaneously reduce all non-zero frequencies until (at least) one of
them becomes 0 and is removed. When the algorithm terminates, it reports the histogram.

The correctness can be verified as follows. Each frequency reduction process simultaneously
reduces m counters, thus reduces the sum of frequencies in the summary by m. This can happen
at most ‖x‖1/m times. So for each value i, its final reported value x̂i satisfies xi − ‖x‖/m ≤
x̂i ≤ xi, which means |x̂i − xi| ≤ ε‖x‖1.

Since there are only O(ε−1) non-zero frequencies at any time of the algorithm, they can be
maintained by a dictionary of size O(ε−1 log un). For update time, the original paper [89] used
a binary search tree for the dictionary to achieve O(1) amortized update time. [96] showed the
update time can be improved to worst case O(1) and [97] implemented the dictionary using a
hash table.

Many algorithms use similar ideas to MG summary, including Sticky Sampling, Loosy
Counting [98] and SpaceSaving [90, 91]. In SpaceSaving, instead of deducting frequencies
when the space budget is reached, the algorithm replaces the value with minimum frequency
by the newly inserted value, and add its frequency to the new one. This is identical to a MG
summary with m − 1 counters, if we subtract every frequency by the minimum frequency in
the dictionary [78].

The estimator can be made unbiased [99].

1We suppress log factors in Õ and Ω̃.
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4.3 Turnstile Model and Sliding Windows

An Ω̃(ε−1) lower bound is inherited from the cash register model for any randomized algorithm,
which is also matched by Count-Min sketch [93] and Count Sketch [92].

The MG summary does not handle deletions, so there is a gap between the Õ(ε−2) deter-
ministic upper bound [100] and this lower bound. Ganguly [101] matched this up to log factors
by showing an Ω(ε−2 log−1 ε−1 log u log n) lower bound.

For sliding windows, Arasu and Manku [102] gave an algorithm using O(ε−1 log2 ε−1) space.
Lee and Ting [103] improved it to O(ε−1), at the cost of a higher query time. Zhang and
Guan [104] solved it using O(ε−1) space with O(1) update time. Similar results are achieved
by Hung et al. [105]. Ben-Basat et al. [106] further improved the query time to O(1).

4.3.1 Count-Min Sketch

Count-Min sketch [93] is an efficient data sketch for frequency estimation. It is a linear transform
of the frequency vector, which can be represented by a matrix. Each level of a Count-Min
sketch is an array CM of L counters associated with a pairwise independent hash function
h : [u]→ [L]. Updating an element a ∈ [u] simply changes the frequency of counter CM [h(a)]
by the same amount, allowing the algorithm to support deletions. Intuitively, each bucket i
stores CM [i] =

∑
j:h(j)=i xj. The estimator for xa is x̂a = CM [h(a)]. It is easy to see that

x̂a ≥ xa. The surplus is

x̂a − xa =
∑

j 6=a:h(j)=h(a)

xj =
∑
j 6=a

xj · I[h(j) = h(a)] .

Since h is pairwise independent, Pr[h(j) = h(a)] = 1/L. So we have in expectation

E
[
x̂a − xa

]
=
∑
j 6=a

xj/L ≤ ‖x‖1/L .

By Markov’s inequality,

Pr

[
x̂a − xa ≥ 2‖x‖1/L

]
≤ 1

2
.

Taking L = 2ε−1 provides an (ε, 1/2)-approximation. Using log δ−1 independent levels of
count sketch will boost the success probability to 1 − δ. The space consumption is there-
fore O(ε−1 log δ−1) words. Since CM [h(a)] is always an upper bound of xa, the minimum is
taken over all the independent estimates.

The analysis can be tightened by using residual norm ‖x‖res1 , which is ‖x‖1 subtracting
O(ε−1) largest frequencies. We only need to fail the algorithm when h(a) = h(j) for some j
within the O(ε−1) most-frequent values. For each a, this fails the algorithm with probability
1 − (1 − 2ε)O(ε−1), which is a constant that can be restricted to δ through repetitions. This
helps explain why the Count-Min sketch usually performs better than its worst-case bound.

Count-Min sketch always produces an upper bound, so its estimator is biased. Observing
that E

[
CM [h(a)]

]
= xa +

∑
j 6=a xj/L = (L− 1)xa/L+ ‖x‖1/L, the bias can be removed using

the estimator

x̂unbiaseda =
L · CM [h(a)]− ‖x‖1

L− 1
= CM [h(a)]−

∑
i 6=h(a)CM [h(i)]

L− 1
.

In other words, (
∑

i 6=h(a)CM [h(i)])/(L − 1) is an estimator for the (upward) bias. Since it is
specific to hash function h, it does not concentrate over repetitions. However, this helps us to
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provide a bound using ‖x‖2 =
√∑

i x
2
i . We see that

Var[x̂unbiaseda ] = Var

[
L · CM [h(a)]− ‖x‖1

L− 1

]
=

(
L

L− 1

)2

Var[CM(h(a))]

=

(
L

L− 1

)2∑
j 6=a

Var[xj · I[h(j) = h(a)]]

=
L2

(L− 1)2

∑
j 6=a

x2j ·
L− 1

L2

≤ ‖x‖
2
2

L− 1
.

Apply Chebyshev’s inequality, we have

Pr

[
|x̂unbiaseda − xa| ≥

√
ε‖x‖2

]
≤ ‖x‖

2
2

L− 1
· 1

ε‖x‖22
=

1

ε(L− 1)
.

Taking L = 1 + 2ε−1 will make the fail probability 1/2, which can be boosted through log δ−1

independent trials. In this case, the error bound is
√
ε‖x‖2 using only log δ−1 more counters

compared to achieving an ε‖x‖1 error. When the frequencies are flat, for example when xi = v
for all i, ‖x‖2 =

√
v‖x‖1 � ‖x‖1. the

√
ε‖x‖2 bound is better.

It has also been extended [107] to work for sliding windows.

4.3.2 Count Sketch

Count Sketch [92] can be regarded as an unbiased version of Count-Min sketch. Each level still
has L counters CS[1], . . . , CS[L]. In addition to a pairwise independent hash function h : [u]→
[L], it also uses a pairwise independent hash function g : [u] → {±1}. Inserting an element
a ∈ [u] updates counter CS[h(a)] to CS[h(a)] + g(a). It is straightforward to handle updates
with frequencies larger than 1, or deletions. Similarly, we derive CS[i] =

∑
j:h(j)=i xj · g(j). An

estimator for xa is x̂a = CS[h(a)] · g(a). We have

x̂a =
∑

j:h(j)=h(a)

xjg(j)g(a)]

= xag
2(a) +

∑
j 6=a

xjg(j)g(a)I[h(j) = h(a)]

Since g2 ≡ 1, and g is pairwise independent, E[x̂a] = xa +
∑

j 6=a xjE[g(j)]E[g(a)]E
[
I[h(j) =

h(a)]
]

= xa, proving the estimator is unbiased.
Similar to Count-Min sketch, there are both `1 and `2 bounds. Note that

E

[
|x̂a − xa|

]
≤
∑
j 6=a

xjE

[
|g(j)g(a)| · I[h(j) = h(a)]

]
=
∑
j 6=a

xj Pr[h(j) = h(a)] =
∑
j 6=a

xj/L .

By Markov’s inequality, we have

Pr

[
|x̂a − xa| ≥ 2‖x‖1/L

]
≤ 1

2
.
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To achieve an (ε, δ)-approximation, we set L = 2ε−1 and create O(log δ−1) repetitions to apply
the median estimator. Although both Count-Min sketch and Count Sketch use O(ε−1 log δ−1)
counters to achieve O(ε‖x‖1) error, the hidden constants are worse in Count Sketch. This is
due to the difference between taking min and a median. For Count-Min, the algorithm fails if
all the repetitions fail, while for Count Sketch, it fails when half the repetitions fail.

For an `2 bound, observe x̂a is already unbiased. Its variance is

Var[x̂a] =
∑
j 6=a

x2jVar
[
g(j)g(a)I[h(j) = h(a)]

]
=
∑
j 6=a

x2j

(
E
[
g2(j)g2(a)I2[h(j) = h(a)]

]
− E2

[
g(j)g(a)I[h(j) = h(a)]

])
=
∑
j 6=a

x2j(Pr[h(j) = h(a)]− 02) = ‖x‖22/L .

Apply Chebyshev’s inequality, we see

Pr

[
|x̂a − xa| ≥

√
ε‖x‖2

]
≤ ‖x‖

2
2

L
· 1

ε‖x‖22
≤ 1

εL
.

Taking L = 2ε−1 will make the probability 1/2, which can be boosted by O(log δ−1) repetitions.
Same to the Count-Min sketch, the bound is O(

√
ε‖x‖2) when using O(ε−1 log δ−1) counters.

4.3.3 Sliding-Windows Sketches

Arasu and Manku [102] introduced a framework that turns cash register algorithms into sliding
window ones. This is similar to the dyadic ranges to be introduced later. To ease the proof, we
assume a fixed window length w. The stream is duplicated L times, denoted by level 0, . . . , L.
At level 0, the stream is partitioned into blocks of size c0 = Θ(εw). Each block at level i is the
union of two adjacent blocks at level i− 1, thus contains 2i epochs, or ci = Θ(2iεw) elements.
Correspondingly we only need L = O(log ε−1) levels. Level i contains w/ci = Θ(1/(2iε)) blocks,
so O(ε−1) blocks in total. A block is

• Active, if all its elements are inside the current window.

• Under construction, if some of its elements have not arrived yet.

• Expired, if some of its elements are out of the current window.

It can be verified that the window can always be decomposed into O(L) active blocks, with
at most two partial blocks at level 0 that are under construction or has expired. The error
due to incomplete blocks can be bounded by O(εw) as the block only contains O(εw) elements.
A natural idea is to let each block hold an ε-approximation protocol. Summing over the
decomposition will generate an O(εw) estimation. This uses O(ε−2) space as there are O(ε−1)
sketches of size O(ε−1). An improvement can be made by observing that there are more blocks
at bottom levels, so we may assign a larger ε for them to save space. The problem now becomes
to minimize the space consumption of

∑
i(w/(ciεi) subject to the error

∑
i εici = O(εw). It

is optimized when εi ∝ 1/ci, i.e. when εici = Θ(εw log−1 ε−1). The space consumption is
O(ε−1 log2 ε−1).
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4.3.4 Window Counter

[103] proposed the idea of window counter. A counter is separately maintained for each value
v, using O(xv/(εn)) space, so the total space consumption is O(ε−1). Each counter “samples”
the position of every λ items, so that the error due to sampling is at most 2λ. The authors
further combined it with the MG summary to show that most counters are unnecessary to be
stored. Similar ideas are used in [105].

4.4 Distributed Multisets

In distributed setting, we denote by xi the frequency vector at site i, and x to denote the
frequency vector of all elements, namely the frequency of j ∈ [u] is xj =

∑k
i=1 xi,j. The error

threshold is set to ε‖x‖1. Note that computing ‖x‖1 requires O(k) messages of O(log n) bits,
which we do not include in the following bounds. We first discuss frequency estimation in static
setting.

4.4.1 Deterministic Solution

There is a simple deterministic solution to the problem: each site reports all values whose
frequency is above ε‖x‖1/k. Unreported values are assumed by the coordinator to have 0
frequency. The cumulative error is bounded by k · ε‖x‖1/k = ε‖x‖1. For site i, there are at
most ‖xi‖1/(ε‖x‖1/k) = (k/ε)(‖xi‖1/‖x‖) values above the threshold, the total communication
is bounded by

k∑
i=1

k

ε
· ‖xi‖1
‖x‖1

= k/ε

item-frequency pairs, which consumes O(log un) bits, provided ‖x‖ was pre-computed and sent
to all sites. This is conjectured to be the best deterministic algorithm. Equivalently, we may
apply any approximate algorithm above to achieve an ε‖xi‖1 guarantee locally using O(ε−1)
counters, and send the states using O(k/ε) messages to obtain error

∑
i ε‖xi‖1 = ε‖x‖1. Both

the MG summary and Count(-Min) Sketch are mergable [78]

4.4.2 Coin-Flip Sampling

To save communication, a natural idea is to apply sampling. One of the simplest techniques is
coin-flip sampling, namely independently sample each item with the same probability. Let p be
the probability of sampling any item j, and ‖y‖ be the frequencies in the sample, it is known
that x̂j = yj/p is an unbiased estimator for xj. Since yj ∼ B(xj, p), Var[yj] = p(1− p)xj,

Var[x̂j] =
Var[yj]

p2
≤ xj/p ≤ ‖x‖1/p .

Therefore by taking p = 2ε−2‖x‖−11 , the variance is bounded by ε2‖x‖21/2, which guarantees an
ε‖x‖1 error with probability 1/2 by Chebyshev’s inequality. The communication is O(p‖x‖1) =
O(ε−2) messages of O(log u) bits, provided that ‖x‖1 was already computed and sent to all sites.

It can be observed that the inequality xj ≤ ‖x‖1 in the analysis is quite loose. Indeed,
setting pj = 2xj/(ε‖x‖1)2 is sufficient for the same the analysis. The problem is that xj is the
value to be estimated, thus we cannot use this exact probability in coin-flip sampling. Yet this
call for a different sampling probability for each value, depending on its frequency.
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4.4.3 Importance Sampling

Zhao et al. [108] introduced a frequency-aware sampling framework. Sampling is performed on
local frequencies instead of on items. Specifically, site i reports the frequency of item j xi,j = x
to the coordinator with probability p(x). The coordinator estimates x̂i,j = x/p(x), if value x
is received, and 0 otherwise. Similar to the analysis before, x̂i,j is unbiased and its variance is
Var[x̂i,j] = x2/p(x) − x2. Summing over all sites, the frequency estimator x̂j =

∑
i x̂i,j is also

unbiased with variance

Var[x̂j] =
k∑
i=1

x2i,j
p(xi,j)

−
k∑
i=1

x2i,j ≤
k∑
i=1

x2i,j
p(xi,j)

− x2j/k .

The problem now becomes finding the optimal function p(x) to achieve a trade-off in minimizing
both the variance and the communication

∑k
i=1 p(xi,j). Observing that by Cauchy-Schwarz

inequality,
k∑
i=1

x2i,j
p(xi,j)

·
k∑
i=1

p(xi,j) ≥

 k∑
i=1

√
x2i,j
p(xi,j)

p(xi,j)

2

= x2j ,

the best setting must choose
x2i,j
p(xi,j)

∝ p(xi,j), that is p(xi,j) = cxi,j. Correspondingly the total

communication for j is cxj and the variance is bounded by Var[x̂j] = −x2j/k+ xj/c ≤ k/(4c2).

To bound the variance by ε2‖x‖21/2, it suffices to set c =
√
k/(
√

2ε‖x‖1). This is the importance
sampling function in [109]. The name comes from setting p(x) proportional to x, where p(x) =√
kx/(ε‖x‖1).2 The total communication is then O(

√
k/ε) pairs. They also show that by using

a Bloom Filter, communication can be reduced to O(
√
k/ε) bits for the same guarantee. This

was proved optimal [110, 76].3

4.5 Distributed Streams

Since the total frequency is simply the sum of all local frequencies, as long as the coordinator
tracks the local frequency of j at site i within εni error, it also tracks the total frequency within
εn error. Yi and Zhang [111] solves it by an optimal deterministic algorithm with O(k/ε · logN)
communication. Huang, Yi and Zhang [112] improved the upper bound to O(

√
k/ε·logN) using

importance sampling as a building block and showed it is optimal: Ω(
√
k/ε · logN) messages

must be communicated.

4.5.1 Lazy Update Algorithm

[111] can be seen as a streaming version of the exact algorithm. The coordinator maintains n̂,
an ε-approximation of n. To guarantee this, each site sends ni to the coordinator wherever it
increases by a factor of (1 + ε), denote it by n̄i. The coordinator uses n̄i to approximate ni
until it receives another message. By definition, it is guaranteed that n̄i ≤ ni ≤ (1 + ε)n̄i. This
can be achieved using O(log1+εNi) communication at each site, thus consumes O(k/ε · logN/k)
communication in total.

The algorithm then divides the tracking into O(log1+εN) rounds: Within each round, the
coordinator uses O(k) communication to ensure each site hold the same n̄. When n̂ ≥ (1 + ε)n̄,
the round ends. Each site ensures that xi,j − x̂i,j ≤ εn̄/k ≤ εn/k, by sending the latest
xi,j to the coordinator as x̂i,j when the above condition fails. The error guarantee is trivial.

2We assume p(x) is always upper bounded by 1.
3For k = ω(ε−2), the coin-flip sampling is optimal.
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For communication, note that each round only contains εn̄ items, thus synchronization can
only happen k times. Therefore O(k) messages are sent within each round, resulting in an
O(k/ε · logN) bound. This is also shown to be the optimal deterministic algorithm.

4.5.2 Distributed Importance Sampling

[112] extends the idea of importance sampling to the distributed setting. We first show how
the algorithm tracks n using O(

√
k/ε · logN) communication.

Whenever an item arrives at site i, the site sends the latest ni to the coordinator with
probability p. Denote this value by n̄i. It is easy to see that the number of out-of-sync items
Y = ni − n̄i follows a geometric distribution: It is 0 if the last item ni is sampled; 1 if the last
but one value was sampled, but the last value is not, etc. We have Pr[Y = y] = (1−p)yp.4 Since
E[Y ] = p−1 − 1 and Var[Y ] ≤ p−2, it follows that n̂i = n̄i + p−1 − 1 is an unbiased estimator
of ni with its variance bounded by p−2. This is achieved using O(pNi) communication. It
is straightforward that n̂ =

∑
i n̂i is an unbiased estimator of n, whose variance is bounded

by k/p2. Thus setting p = Θ(
√
k/εn) suffices to provide an ε-approximation by Chebyshev’s

inequality.
Again the problem is that n is the value we want to estimate. To solve it, the authors

used the deterministic algorithm in the previous section to track n′ where n′ ≤ n ≤ 2n′. This
only consumes O(k logN) communication since ε = 1. Whenever n′ doubles, the coordinator
initiates a new round by broadcasting p =

√
k/εn′ to all sites to be the sampling probability

in this round. Since n can be as large as 4n′ within a round, the communication in the
round is bounded by O(

√
k/ε) with constant probability. Counted over all rounds, it sums to

O(
√
k/ε · logN). It is also easy to see that the same sample probability and estimator suffice

to estimate individual frequencies: each xi,j is estimated within εn error, using O(
√
k/ε · logN)

communication. The authors also show that by approximately counting local frequencies, the
space consumption can be reduced to O((ε

√
k)−1).

4.6 Finding Heavy Hitters

A closely related problem to frequency estimation is finding heavy hitters. Denote by n = ‖x‖1.
In a φ-heavy hitter query, the algorithm must report all values whose frequency is at least φn,
and must report no value whose frequency is below (φ− ε)n.

4.6.1 Histogram-Based Solutions

Many frequency estimation protocols release histograms that naturally answer heavy hitter
queries. For example, the MG summary releases a histogram where xi− εn ≤ x̂i ≤ xi. We only
need to report values with x̂i ≥ (φ− ε)n.

• Reported values satisfy xi ≥ x̂i ≥ (φ− ε)n;

• If xi ≥ φn,we have x̂i ≥ xi − εn ≥ (φ− ε)n and the value is reported.

It solves the heavy hitter problem for any φ > ε. Indeed, if we have any any ε/2-approximation
frequency estimation protocol where |x̂i − xi| ≤ εn/2, using x̂′i = x̂i − εn/2 will guarantee
xi − εn ≤ x̂′i ≤ xi. We can use it to answer the heavy hitter query similarly.

This also works in the distributed case: as long as the coordinator tracks n and all frequencies
within εn/3 error, it can also solve the heavy hitter problem.

4A more careful analysis takes into account that Y is upper bounded by ni. We ignore this.
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4.6.2 Sketch-Based Solutions

For sketch-based solutions like count sketch and count-min sketch, no histogram is explicitly
stored. Obtaining all frequencies consumes O(u) time, which is inefficient. Below we show
using a supporting data structure can reduce this cost. This applies to any solution that can
provide an ε-approximation for point queries.

In the cash register model, it is easy as ‖x‖1 always increases. We only need to perform a
query after every insertion to obtain the latest estimated frequency x̂i of the inserted item, and
track the values with x̂i ≥ φn through a min-heap.

In the turnstile model, a solution is to use dyadic intervals [113], as was described in [114].
In a dyadic data structure, the leaf nodes (level 0) are individual elements. Level j contains
dummy elements, each representing 2 elements from level j − 1. The i-th item at level j can
be represented by an interval [(i− 1)2j + 1, i2j], for j = 0, . . . , log u and i = 1, . . . , u/2j.5 The
intervals can be organized into a full binary tree: the frequency of a parent node is the sum of
frequencies of both its children. A sketch is maintained for each level, thus increasing the space
consumption by O(log u). At query time, we perform a breadth-first search, only expanding
nodes whose frequency is at least (φ − ε/2)n. Subject to all frequency estimations are (ε/2)-
approximations, any interval containing a heavy hitter will be expanded. Therefore all heavy
hitters are found. There are only (φ − ε/2)−1 = O(ε−1) nodes to be expanded at each level,
leading to a query time of O(ε−1 log u) multiplied by the query time of the sketch.

4.7 Remarks

Table 4.1 is a summary of algorithms. Experimental evaluations can be found in [115]. For
simplicity we refer to space and communication in units of words (instead of bits).

Table 4.1: Algorithms for Frequency Estimation.

Model Algorithm Space/Communication Error Guarantee Properties

Deterministic

Cash Register MG Summary [89] O(ε−1) ε‖x‖1 always lower bound

Turnstile CR-Precis [100] O(ε−2) ε‖x‖1

Sliding Window Lee & Ting [103] O(ε−1) εw

Distributed Tracking Yi & Zhang [111] O(k/ε · logN) ε‖x‖1 When k = O(ε−2)

Randomized

Turnstile Count-Min Sketch [93] O(ε−1) min{ε‖x‖1,
√
ε‖x‖2} always upper bound

Turnstile Count Sketch [92] O(ε−1) min{ε‖x‖1,
√
ε‖x‖2} unbiased

Distributed One-Shot Importance Sampling [109] O(
√
k/ε) ε‖x‖1 When k = O(ε−2)

Distributed Tracking Huang et al. [112] O(
√
k/ε · logN) ε‖x‖1 When k = O(ε−2)

5Assume u is a power of 2.
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Chapter 5

Quantiles

For ordered data, quantiles are useful to provide an overlook of the data distribution. For
example, the most important quantile, median, is a representative of the data that is robust
against outliers. Formally, let [u] = {1, . . . , u} be an ordered domain, and x be the frequency
vector where ‖x‖1 = n. The rank of value i ∈ [u] is defined as rank(i) =

∑
j<i xj: the total

frequency of values less than x. A quantile query specifies a given rank r, usually represented
by a fraction φ = r/n, and queries the largest value i such that rank(i) ≤ r and xi > 0. It is
usually meaningful to apply the approximation constraint on ranks, that is to return a value î
where |rank(̂i)− r| ≤ εn.1

A closely related problem is rank query, which returns the approximate rank ˆrank(i) of
any given value i such that |rank(i) − ˆrank(i)| ≤ εn. The all-quantile problem and all-ranks
problem are asymptotically equivalent. Suppose a protocol supports solving the rank problem
with error εn/2, to solve the quantile problem, let r = rank(i), then |r − ˆrank(i)| ≤ εn/2. We
only need to search for î whose approximate rank is most close to r, so that

|rank(̂i)− r| ≤ |rank(̂i)− ˆrank(̂i)|+ | ˆrank(̂i)− r| ≤ εn .

The reverse is similar. To solve the all quantile problem, bound the fail probability of every
quantile problem by O(ε), so that a union bound will make it constant for all 1/ε quantiles.

It is usually easier to consider a set of distinct elements in this problem.

5.1 Cash Register Model

If the frequency vector x is available, all ranks can be computed through a prefix-sum. The
problem is to maintain a small summary in the streaming setting. Munro and Paterson [116]
showed a lower bound of Ω(n1/p) for any p-pass algorithm that computes the median, which
means an Ω(n) lower bound for exact solutions. Manku, Rajagopalan and Lindsa [117] de-
velopped the ideas in [116] to provide a deterministic algorithm storing O(ε−1 log2(εn)) items,
assuming n was known. The best deterministic algorithm was by Greenwald and Khanna [118],
which stores O(ε−1 log εn) items and makes no assumption on knowledge of the stream. It also
has a practical version, which was the state-of-art for many years. For deterministic comparison-
based algorithm, there are lower bounds of Ω(ε−1 log ε−1) [119] and Ω(ε−1 log εn) [120]. If the
universe [u] is known in advance, the Q-digest by Shivastava et al. [121] uses O(ε−1 log u) items,
which is better when u is small.

For randomized algorithms, it is well-known that a random sample of size O(ε−2) suffices

1There may not be a value satisfying this constraint if some value j satisfies rank(j) < r− εn and rank(j) +
xj > r + εn. In this case j is the output.
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to answer any quantile query.2 The space requirement of randomized algorithms was improved
by Manku et al. [122] to O(ε−1 log2 ε−1); by Agarwal [78] to O(ε−1 log1.5 ε−1); by Felber and
Ostrovsky [123] to O(ε−1 log ε−1); and finally by Karnin et al. [124] to O(ε−1), matching the
lower bound.

There are also works focusing on relative error [125] and historical tracking [126]. We omit
them for simplicity.

5.1.1 Q-Digest and T-Digest

The Q-digest [121] consists of a binary tree whose leaf nodes are elements in [u]. This is similar
to dyadic ranges. Having to know the universe in advance is a limitation to this algorithm. Only
O(ε−1 log u) nodes will be stored out of the O(u) nodes. Each non-leaf node is weighted and
has a maximum capacity of C = εn/ log u. To insert an item with frequency x, the algorithm
execute a find operation in the binary tree. Along the path from root to leaf, it fills the total
weight of x to the node until the capacity is reached, and carries remaining weights to the next
node, until the leaf node is reached where there is no capacity constraint.

To perform a rank query for element i, divide the nodes into 3 categories depending on their
corresponding ranges: strictly less than i, containing i and strictly larger than i. The rank of i
is estimated by the cumulative frequencies of the first category, and it is clear that error only
rises from non-leaf nodes of the second category, whose weight is at most C log u = εn.

Note that the capacity C grows with n, so a full node will become underfull after inserting
elements, requiring many nodes to be stored. To solve it, the algorithm uses a compress
operation. When the capacity increases, the node borrows weights from its descendants to be
as full as possible. The borrowed amount is carried to the lowest level possible, where the
descendant node lent all its weights and need not be maintained. After a compress operation,
each node is either full or has no children. There are at most n/C = ε−1 log u full nodes, so
O(ε−1 log u) nodes in total, binding underfull nodes to their parents. The compress operation
can be done whenever needed.

T-digest [127, 128] is based on similar clustering ideas and is widely used in industry.

5.1.2 Greenwald-Khanna Summary

The Greenwald-Khanna (GK) summary [118] is a comparision-based algorithm, where it does
not require knowledge about the domain. We describe the practical version.

The summary is an ordered list of tuples (vi, gi,∆i), where vi is a value from the universe,
gi is the number of values before vi that is represented by vi, and ∆i is the uncertainty of the
position of vi. They help bound the rank of vi by∑

j≤i

gj ≤ rank(vi) + 1 ≤ ∆i +
∑
j≤i

gj .

It follows that rank(vi) − rank(vi−1) ≤ ∆i + gi. As long as we bound ∆i + gi < 2εn, we can
solve the quantile query problem by finding a vi such that

r − εn ≤ rank(vi) ≤ r + εn .

Such an vi must exist: If r > n− εn− 1, we can simply take the maximum value whose rank is
at most n − 1 < r + εn. Otherwise we pick the maximum vi whose rank is rank(vi) ≤ r + εn.
It follows that rank(vi+1) > r + εn and therefore rank(vi) ≥ rank(vi+1) − (∆i + gi) > r − εn.
So vi satisfies the property.

2The φ-quantile in the sample is centered around the φ-quantile in the population with bounded variance
O(n2/s) for sample size s.
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The remaining problem is to maintain the summary so that the properties are maintained.
To insert a value v, we find in the summary the smallest vi > v.3 Clearly the rank of vj
is not affected for j ≤ i − 1 and is increases by 1 for j ≥ i, so we may simply increase gi
by 1 if ∆i + gi < 2εn still holds after increasing. Otherwise we have to create a new tuple
for v between vi−1 and vi. Since rank(v) − rank(vi−1) ≤ rank(vi) − rank(vi−1) ≤ ∆i + gi,
the tuple (v, 1,∆i + gi − 1) satisfies all constraints. As this creates new tuples, we need to
compress the summary. Consecutive tuples (vi−1, gi−1,∆i−1) and (vi, gi,∆i) can be merged into
(vi, gi−1 + gi,∆i), provided that gi−1 + gi + ∆i < 2εn.

The formal space guarantee is stated in [118]. If the universe is known, we may feed a sample
of size O(ε−2 log ε−1) into the GK summary to improve the space consumption to O(ε−1 log ε−1]).

5.1.3 Karnin-Lang-Liberty

The Karnin-Lang-Liberty (KLL) summary [124] consists of h buffers B[1], . . . , B[h] that store
values from the data. The capacity of each buffer B[i] is c[i] = αh−ic[h], where 0.5 < α < 1 is
a constant. The smallest capacity c[1] is guaranteed to be at least 2.

A new element is always inserted into buffer B[1]. Whenever a buffer B[i] reaches its
capacity, a compress operation is run. The buffer sorts all its elements and sends half of them,
either all at odd positions or all at even positions to B[i+ 1] and clears itself. This may trigger
consecutive compression and create additional levels.

It is clear that the buffers holds elements from disjoint partitions of the stream. Only 2i−1

elements goes to buffer B[i]. So an fair estimate of the rank rank(v) is
∑

i 2
i−1ranki(v) where

ranki(v) is number of elements in buffer B[i] that is less than v.
To analyze the error, consider the first compression when half the elements are sent from B[1]

to B[2]. Essentially we use 2rank2(v) to estimate rank1(v) where rank2(v) is a random variable
that with probability 0.5 equals the number of odd/even elements less than v. If rank1(v) is
even, 2rank2(v) ≡ rank1(v). Otherwise, 2rank2(v) ≡ rank1(v) ± 1, whose expectation is still
rank1(v). It can be verified that a compression by B[i] keeps the estimator unbiased, while
creating an error of 2i−1X, for a random variable X = ±1 with equal probability. To bound
the total number of compression, note the the last level B[h] is never compressed. Level h− 1
can be compressed at most 2/α times, which will send (αc[h]) · (2/α) = c[h] elements to level h.
By induction, number of compression at level i is (2/α)h−i. We therefore write the total error
as

Err =
h∑
i=1

(2/α)h−i∑
j=1

2i−1Xi,j

By Chernoff-Hoeffding bound,

Pr[|Err − 0| > εn] ≤ 2 exp

(
−2ε2n2∑h

i=1

∑(2/α)h−i

j=1 22i

)

= 2 exp

(
−2ε2n2

(2/α)h
∑h

i=1(2α)i

)

≤ 2 exp

(
−2ε2n2

22h

)
To bound it by a constant, we require 2h = O(εn): There cannot be too many levels. Since B[h]
is never compressed, we have its capacity c[h] > n/2h = Ω(ε−1). Thus setting c[h] = Θ(ε−1)
suffice.

3We may have vi−1 = v.
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5.2 Turnstile Model and Sliding Windows

It can be argued that any comparison based algorithm in the turnstile model must store
Ω(n) elements: if we insert n elements and delete n − 1 of them, we may leave any ele-
ment. A comparison-based algorithm must keep all the n elements as any of them can be
the output after deletion. So most algorithms are under the fixed-universe model. Gan-
guly and Majumder [100] gave a deterministic frequency estimation protocol that supports
quantile queries using O(ε−2 log5 u log(ε−1 log u)) space. Cormode and Muthukrishnan [93]
shows by using a dyadic data structure, a frequency estimation sketch can answer quantile
queries using O(ε−1 log2 u log(ε−1 log u)) space. Luo et al. [129] improved the consumption to
O(ε−1 log1.5 u log1.5(ε−1 log u)).

For sliding windows, Lin et al. [130] designed an algorithm using O(ε−2 + ε−1 log(ε2w))
memory. Arasu and Manku [102] improved it to O(ε−1 log ε−1 logw).

5.2.1 Dyadic Count Sketch

We introduce the Dyadic Count Sketch in [129]. It also uses the dyadic data structure [113]. We
build dyadic intervals [(i− 1)2j + 1, i2j] for j = 0, . . . , log u and i = 1, . . . , u/2j. At each level
j we build a count-sketch (or equivalent frequency estimation protocols), treating an interval
as an element. To perform a quantile query r, the algorithm runs a binary search from root
to leaf. At each node, it queries the frequency of the left child to decide whether to expand
the left or the right child. The intuition is that if all frequencies are accurately estimated, the
cumulative error is also small for the quantile. Let the size of each count sketch be L × d.
We need d = log log u to bound the total fail probability by O(log−1 u), which is a constant
summing over all O(log u) levels. Conditioned on this happening, the error at each level is
bounded by w/L, so that by Chernoff-Hoeffding bound,

Pr[|Err − 0| > εw] ≤ 2 exp

(
−2ε2w2

(2w/L)2 log u

)
= 2 exp

(
−ε2L2

2 log u

)
Taking L = Θ(ε−1

√
log u) makes the probability constant. So to answer a quantile query, it suf-

fices to use O(ε−1 log1.5 u log log u) space. To answer the all quantile query, we need to bound fail
probabilities at both places byO(ε), so that the space consumption isO(ε−1 log1.5 u

√
log ε−1 log log u

ε
)

5.2.2 Sliding Windows

The framework proposed by Arasa and Manku [102] also solves the quantile problem. The only
change is to replace the MG summary for frequency estimation by a GK sumamry for quantiles.
By properly choosing the parameters, the space can be bounded by O(ε−1 log ε−1 logw).

5.3 Distributed Streams

The heavy hitter problem and quantile problem are closely related. Agarwal et al. [78] dis-
cussed about merging quantile summaries to support one-shot estimation. Yi and Zhang [111]
designed an optimal deterministic algorithm that can track any quantile using Θ(k/ε · logN)
communication, and all quantiles using O(k/ε · logN · log2 ε−1) communication. Huang, Yi and
Zhang improved it using a randomized algorithm with O(

√
k/ε · logN · log1.5(ε

√
k)−1), while

showing an lower bound of Ω(
√
k/ε · logN).
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5.3.1 Mergable Summaries

The Q-digest [121], KLL summary [124] and Dyadic Count Sketch [129] are easily mergable
without affecting the summary size. For GK summary, merging is not out-of-the-box [131], and
either the error or the summary size is increased [78].

5.3.2 Lazy Update Algorithm

The algorithm in [111] is similar to the heavy hitter tracking algorithm. Use the median for
illustration. First divide the tracking into O(logN) rounds, so that within each round every
site holds the same n̄ in this round, satisfying n̄ ≤ n ≤ 2n̄. When the round begins, each site
computes O(ε−1) intervals, each containing Θ(εni) items. In O(k/ε) communication, they are
all sent to the coordinator, so that the coordinator can compute the rank of any value within
O(εn) error. The coordinator then computes O(ε−1) intervals, each containing Θ(εn) items, and
broadcast them to all sites in O(k/ε) communication. By the frequency tracking algorithm,
O(k/ε) communication sufficies to track the number of items within each interval within O(εn)
error. We thus can ensure that the intervals always contain Θ(εn) items: divide it into two when
it reaches the capacity. This costs O(k) communication. With these intervals, the coordinator
can count the number of items to the left (right) of the current approximate median within
Θ(εn) error. Whenever they differ too much (Θ(εn)), the coordinator computes a new median.
The algorithm uses O(k/ε·logN) communication, which is optimal for deterministic algorithms.
This also implies an O(k/ε · logN log2 ε−1) for tracking all quantiles.

5.3.3 Importance Sampling Based Algorithm

Merging GK summaries solves the one-shot distributed quantile estimation problem using
O(ε−1 log1.5 ε−1) space [78]. The summary is of size O(ε−1). [112] usesd it as a building block
to track ranks. Similarly use O(logN) rounds so that n̄ < n < 2n̄ within each round. A site
groups its input every n̄/k elements. They are divided into blocks of capacity c = εn̄/

√
k.

They are organized into a binary tree of height h = O(log(ε
√
k)−1). The capacity of a block

at level i is c[i] = 2iεn̄/
√
k, so there are O((2iε

√
k)−1) blocks in level i. Whenever a block

becomes active, it is sent to the coordinator. The summary size is set to O(2i
√
h), so that

the total communication is O(
√
k/ε · h1.5) = O(

√
k/ε · log1.5(ε

√
k)−1). The variance of any

block is bounded by O((c[i]/(2i
√
h))2) = O(c2/h). Accumulated over h blocks through the

dyadic decomposition, it becomes O(c2). There are at most c items that does not belong to
any complete block. The authors solve it using a uniform sample with probability c−1, which
uses an additional O(

√
k/ε) communication. The variance from sampling is O(c/c−1) = O(c2).

So the total variance is O(c2) every n̄/k elements. Summing over all the groups, the variance
is O(kc2) = O(ε2n̄2).

5.4 Remarks

Table 5.1 is a summary of algorithms. Space refers to the number of items stored by the
summary. [132] gives a survey of results. Experimental evaluation of quantile algorithms are
presented in [129, 133, 134].
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Table 5.1: Algorithms for Quantiles.

Model Algorithm Space/Communication Properties

Deterministic

Cash Register
Q-Digest [121] O(ε−1 log u) Fixed-Universe

GK Summary [118] O(ε−1 log εn) Comparison-Based

Turnstile Ganguly & Majumder [100] O(ε−2 log5 u log(ε−1 log u))

Sliding Window Arasu & Manku [102] O(ε−1 log ε−1 logw)

Distributed Tracking Yi & Zhang [111] O(k/ε · logN log2 ε−1)

Randomized

Cash Register KLL Summary [124] O(ε−1) Optimal

Turnstile Dyadic Count Sketch [129] O(ε−1 log1.5 u log1.5(ε−1 log u))

Distributed One-Shot Hybrid Quantile [78] O(ε−1 log1.5 ε−1) Summary size O(ε−1)

Distributed Tracking Huang et al. [112] O(
√
k/ε · logN log1.5(ε

√
k)−1)
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Chapter 6

Conclusion and Open Problems

In this survey, we reviewed summaries for statistical information like distinct count, frequencies,
heavy hitters and quantiles. We also discussed about how they can be maintained under differ-
ent models, including cash register stream, turnstile stream, sliding windows and distributed
cases. The following algorithms are implemented in Apache DataSketches [135].

• HyperLogLog and KMV for the distinct count problem.

• A variant of the MG summary for the frequency estimation problem.

• KLL summary for the quantile problem.

The Count(-Min) sketch and T-digest are also widely used in practice. There are some possible
directions here.

6.1 Distributed Turnstile Streams

Existing distributed algorithms mostly work on off-line sets or cash register streams. There are
some works [69, 136, 137, 138, 139] under the distributed sliding window case but few [140]
work for distributed turnstile streams, where each remote site can receive an arbitrary sequence
of updates. The problem arises in many real applications, but it is hard under the worst case
where the adversary has too much power to manipulate inputs. It may be solvable by making
realistic assumptions on the sequence of updates [141] or on the number of deletions [61], so
that the algorithm works in practice.

6.2 Multi-Functional Summary

Currently, different summaries accomplish different jobs. This means additional storage and
maintenance costs. While a uniform sample can answer most queries, its accuracy is usually
poor. There has been an interest [140, 142, 143, 60] in answering different queries by the same
summary. It is worth investigating how to achieve a trade-off between the functionality of the
summary and its cost, and how to generalize such summaries to different models.

6.3 Summaries under Differential Privacy

There is a recent focus on releasing summaries that satisfy privacy constraints. Differential Pri-
vacy [144] has become the standard for privacy analysis, which requires the output distribution
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to be similar with or without any individual element. That is, algorithm M satisfies (ε, δ)-DP
if for any two neighboring datasets x and x′,

Pr[M(x) ∈ O] ≤ eε · Pr[M(x′) ∈ O] + δ ,

for any subset of output O. Depending on the definition of neighboring datasets, and the
level where this condition holds, there are subcategories like user(node)-DP, event(edge)-DP,
centralized-DP, local-DP etc.

In centralized-DP, the algorithm has access to the full dataset x. The most efficient solution
is to add a noise to the output calibrated to the global sensitivity of the query [144], which is
the difference of output on neighboring datasets in the worst case. For statistical queries, the
sensitivities of distinct count and frequency estimation are both 1, so they can be released
accurately even under centralized-DP constraints. For quantile queries like median, its global
sensitivity is large. Smooth Sensitivity [145, 146] is proposed to solve such problems.

In local-DP, the algorithm must protect the privacy of individual elements. The frequency
estimation problem can be solved [147, 148] using randomized response based ideas, while the
distinct count problem is known to be hard [149].

Differential Privacy is also discussed under streaming settings, where the community uses
the term continual observations [150, 151, 152, 153]; and under distributed (streaming) settings,
also named multi-party [154, 155, 156]. Most results focus on the (easiest) frequency estimation
problem, leaving the problem unsolved for other statistical information, including distinct count
and quantiles.
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