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Abstract

Stream join Is an essential operation in many real-time
applications. On static data, the HyperCube algorithm
ensures a balanced load across all processors in an optimal
way. We extend this algorithm to the streaming setting, which
can adapt the HyperCube configuration depending on the
current data distribution.

Stream Join

Stream R ‘ ‘ ‘ ‘ ! Q
O ) O

eV N
Increment Q Q @ @ @ O Q Q

Stream S

HyperCube

Input tuple (a,b) € R:
- Light Hitter: Parallel Hash Join
(a,b) €R (b,c) €S

N

1 h(b) P

|

(a, b, c) € Output

- Heavy Hitter: Cartesian Product
(b,c) €S

|

1 h(c) DPs

(a,b) € R— h(a) o

Pr

(a, b, c) € Output

Challenge

 All heavy hitter information Is needed to decide the
configuration of each cube.

* The heavy hitter set may change throughout the stream
processing.
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